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Introduction & Problem

Challenges

Occurrence of distributional shift from the non-stationary nature of
EEG signals.

Limited theoretical background for (affective) emotion recognition in
the presence of domain shift in data.

Large distributional shifts between domains limit generalisation to
unseen domains.

Typical ML approaches is difficult to utilise for subject-agnostic
EEG-driven emotion recognition due to structural variability across
different domains.

Problem

Learning from Multi-source data

Multimodal EEG data of emotional video clips
We refer to each data source a domain or a subject

Identify emotions during realistic data (EEG) shifts
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Introduction & Problem

Domain Adaptation & Generalisation

Domain adaptation (DA) [Ganin 2015] and domain generalisation
(DG) [Muandet 2013] are two classes of approaches to mitigate the
impact of discrepancies among distributions of the training and
testing data from varied sources.

We refer the distribution of the training data drawn from the source
domain, and the testing data is drawn from target domain.

DA: Leverage data from a single or multiple source domains including
limited data from the target domain from training
DG: Leverage data from multiple source domains for training, where no
training data from the target domain.
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Background

Domains are modelled as a probability distributions over an input
space

Domain adaptation approaches to modelling scenarios, where a
trained model on a source domain performing a certain task
(classification, regression, etc.), but then applied to a different task in
a different target domain.

Input: A lot of labelled data in the source domain and only unlabelled
data in the target domain.
Output: A common representation between source domain data and
target domain data and a model on the new representation for use in
the target domain.

Distributional shift: Representations learned in the source domain
might not work well in the target domain
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Our Approach - Graphical Overview

We introduce, a meta-learning based augmented domain
adaptation (MeLaDA) which includes

a sum-decomposable domain shift controller DC (ω), which leverages
the features extracted by F (θ) to assess the dissimilarity between the
current domain and the shift-independent domain
a temporal multi-layer perceptron (MLP), which consists of a feature
extractor F (θ) classifier C (ϕ)
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Our Approach - Theoretical Basis

Problem Settings: The input space for EEG data as EI , and the
output space as EO .

A domain D is a joint distribution PEIEO
over the space EI × EO .

Samples of a domain Si refers to a set of {EI i , EOi}
A mapping function Q to transform one domain into another while
minimising the divergence (d(·, ·)) across the domains
Alignment technique: Qda = argmin

Q
d(Q(Si ),Q(Sj))

Shift-independent Domain
Multi-source domain adaptation (or domain generalisation)

Proposition:Qmda = argmin
Q

∑
Si ,Sj∈Sshift

d(Q(Si ),Q(Sj))

Domain shift in EEG patterns led to domain discrepancy, so we
introduce the sum-decomposable component based
on [Wagstaff 2019], a summation layer to effectively represent any
permutation-invariant function
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Our Approach - Domain Shift Controller DC (ω)

Adversarial elements: We integrate two gradient reversal layers
(GRL) [Ganin 2016] before and after a two-layer MLP, followed by an
additional layer to further augment its performance
Rationale for Adversarial actors: To represent the domain
discrepancy, which is the largest difference between two domains to
depict their divergence

Pros: In forward propagation, the GRL act as an identity map and
reverses the direction of gradients in backword propagtion, and is
overall an alternative of ‘Discriminator’ in GAN.
Cons: Two GRL layers exhibit instability during training

We extension MND meansure [Wang 2018], as Maximum mean norm
discrepancy (MMND)

MMND(Si ,Sj) := max
g∈Q

∥∥Ex∈Sig(x)− Ex∈Sjg(x)
∥∥
2

Objective function of the DC (ω)

Lc =
∑

Si∈Sshift

max
g∈Q

min
τ∈Vlspace

∥Ex∈Sig(x)− τ∥2
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Contributions

We proposed MeLaDA, an approach to develop a subject-agnostic
EEG-based emotion recognition model.

We setup theoretical aspects to mitigate the problem of domain shift,
a way to incorporate any type of domain discrepancy by introducing a
sum-decomposable network.

We carried out experiments on the publicly available EEG-based
aBCIs dataset, SEED1. The results indicate that our proposed
approach outperforms domain generalisation methods. Moreover, our
proposed approach, MeLaDA, exhibits comparable time and storage
costs to domain generalisation methods.

1https://bcmi.sjtu.edu.cn/home/seed/seed.html
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Model Training Strategy

We utilise meta-learning approach to ensure the generalisation ability
of the domain shift controller.

Our training approach is of two-stage,

Training domain shift controller: Optimise Lc to minimise domain shift
and couple via meta-learning

Lmeta =
∑

(xi ,yi )∈Svalid

tanh
(
ℓ(x i , y i ; θ

′
)− (ℓ(x i , y i ; θ)

)
Overall loss for updating ω

LC (θ, ϕ, ω;Strain) + λLmeta(θ
′
, ϕ, ω;Svalid)

Training the overall network: We utilise model-agnostic meta learning
approac [Finn 2017] to train both the domain shift controller and
classifier as two distinct tasks alternatively.
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Model Training Strategy - Algorithms
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Experiment - Dataset and Feature Extraction

Dataset: We employ SEED dataset for emotion recognition and aBCIs
using EEG signals. We use EEG signals data which has stimulation of 15
video clips (or 15 domains/subjects) from Chinese movies. It contains
three distinct emotion classes which are happiness, neutrality, and sadness.

Each subject is repeated 3 times in intervals of one week.
Extracted Features: We use the existing differential entropy
features, which corresponds to the logarithmic spectral energy of a
fixed-length EEG sequence within a specific frequency band.
We extracted the spectral energy for EEG patterns variability, where
we apply the short-time Fourier transform using a non-overlapping
Hanning window of 1 second to the EEG signal, provided five
frequency bands.
Given the input data is time-series, with each sample of dimension
310 (62 channels × 5 frequency bands), and we resample the feature
with a time-step of 15 and a 1-second overlap.
Following data preprocessing, we have 3184 samples per domain, and
the overall data size is 15 x 3184 = 47,760 samples
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Result

Figure: Fast Adaptation to Domains
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Conclusion

Our work introduces MeLaDA, an augmented domain adaptation
approach using meta learning, for subject-agnostic EEG-based
emotion recognition.
MeLaDA allows for subject-agnostic model development without
requiring source domain data during testing.
The approach employs a sum-decomposable domain shift controller
for enhanced domain adaptation, which is theoretically proven.
MeLaDA combines adversarial actors - GRL and meta-learning
techniques, facilitating generalisation to new domains with minimal
self-adaptive iterations.
Experimental results on the SEED dataset demonstrate superior
performance of MeLaDA compared to traditional domain
generalisation methods.
MeLaDA’s suitability for constructing subject-agnostic affective
models is highlighted, surpassing conventional domain adaptation,
domain generalisation, and ASFM (adaptive subspace feature
matching) methods.
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