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背景︓ AIの発展、学習から推論へ

• 学術研究にはAIが必須の時代へ (AI for Science) 
• 学習から推論へ

• SLM（Small Language Model) でも
⼗分な精度が⾼くなり、⼩規模化と⾼性能化が進む

• 推論時計算（Inference-time compute)によって、より⾼度な Reasoningが
可能に

• AI for Science時代では、学習済みモデルを安全・効率的に運
⽤できる推論環境が、研究再現性と知の信頼性を左右する

ACM Queue (https://queue.acm.org/) , May 24, 2025 Volume 23, issue 2 , AI: It's 
All About Inference Now Model inference has become the critical driver for model 
performance. Michael Gschwind (NVidia) 

Stanford AI Index 2025
MMLU: Massive Multitask 
Language Understanding

2



推論における課題

• 商⽤AI（推論）
• 外部送信リスク（機密情報、著作権上の問題等）
• コスト増
• 仕様変更・停⽌リスク

• 個別ローカル運⽤
• オンプレミスでのGPU/マルチノード確保に伴う様々なコスト

（調達、環境構築）
• 性能・スケーラビリティ

• LLM等の量⼦化技術、キャッシュ技術（Key-Valueキャッシュ等）
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mdx MaaS : 学術クラウド基盤mdx におけるスケーラブルなAI 推論基盤

• 安全・効率（環境構築/性能）を同時に満たす、mdx上のAI推論基盤
• mdx内部で動作するため、商⽤AI等の外部サービスへの情報漏洩のリスクがない
• 様々なAIモデルが利⽤可能
• 負荷に応じた資源最適化、⾼性能・⾼いスケーラビリティ
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アーキテクチャ概要

• ソフトウェアスタック
• VM層（mdx VM）
• k8s コア層（k0s + Knative + Grafana）
• 推論ランタイム層（vLLM / llama.cpp + Webサーバ）

• AIモデル
• ⾔語、⾳声、画像認識, Embedding等の最新のAIモデルをサポート

• 性能・スケーリング
• 1) Pod スケール（秒〜短時間の変動対応）

• Knative Autoscaler︓負荷に応じ Pod ⾃動起動/停⽌
• 2) VM スケール（資源逼迫時に増減・）

• VM Autoscaler（実装中）︓Grafana指標で⾼負荷時にVM ⾃動起動し、低
負荷時に⾃動停⽌し、余剰分を削減
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デプロイ済みモデル（抜粋）

随時最新モデルを追加し、ニーズに応じて追加する予定
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利⽤イメージ︓OpenAI互換API 経由

● エンドポイント + 発⾏されたAPIキー、組織内データ留置で安全
● エンドポイント例: http://gpt-oss-20b-gpu.default.163-220-178-200.sslip.io/v1

今後の実装タスク
• * sslip.ioは仮のDNSサービスな
ので、mdx1.jpに置き換え予定
• SSL証明書を発⾏し、https対応
にする
• mdx のVMインスタンスの ACL設
定で、現在は東⼤からのみアクセス可能
• APIキーは現在、1つしか発⾏でき
ないが、今後ユーザー毎にAPIキーを発
⾏する仕組みを実装予定

API呼び出し例
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利⽤イメージ︓チャットサービス & 学認認証

• チャットUI（Open WebUI*）︓ChatGPTライクなUIを提供
• 学認認証︓SAML︓DS→IdP→SP、SSO 対応
• リバースプロキシ︓

• SAMLアサーションの安全性を確保し、不正ユーザー情報を遮断
• SPはリバースプロキシ経由でのみ通信（グローバルIP不要・LB機能付）

*Open WebUI https://github.com/open-webui/open-webui https://ip-163-220-176-9.compute.mdx1.jp/
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性能検証 ︓スループットと同時アクセス数

複数クライアントによる同時アクセス（並列数と呼ぶ）を想定し、その際のスループット(トークン数/秒）
とレイテンシ（秒）を、GPU及びCPU、そして2つのモデル (gpt-oss-20b, Qwen2.5-3b)で測定
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(i) 論⽂要約バッチ（gpt-oss-20b, 6,136 
tokens）
最⼤スループットは︖

• GPU 64同時処理がスループットが最⼤化し、
11,821 tokens/sまで向上→1本につき10k 
tokenだとすると、平均して論⽂1本1秒で処理可能

• CPU(16コア) の場合は、8並列 438 tokens/sが
最⼤（*GPUとの理論性能差 ≈27x と整合）

(ii) 単問応答（≈1,000 tokens）
（低レイテンシのまま）何⼈の同時アクセスが可能︖

• gpt-oss-20（GPU）の場合は４から16
• Qwen-3b（64GPU）の場合は64
• Qwen-3b (CPU)の場合は2



関連プロジェクト

• Jetstream2（⽶国 Indiana⼤）︓SSO + Open WebUI + OpenAI互換API  
• Academic Cloud（独ゲッティンゲン学術データ処理センター）

• チャットUI + OpenAI互換API
• 独ゲッティング⼤学、マックス・プランク研究所等の研究者に計算機環境を提供

→ mdx MaaS は同潮流に位置し、⽇本の学術要件へ最適化

引用：Academic Coud https://academiccloud.de/引用：JetStream2: https://jetstream-cloud.org/ 11
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Gakunin RDM連携 〜サンスクリット語の⽂字画像OCR認識

• 古⽂書は著作権上、商⽤AIに投げることが出来ない
• ⼈⽂学領域の東京⼤学・塚越先⽣/⼤向先⽣と協業し、

サンスクリット語（インドの古典語）の起源であるヴェーダ語(紀元前
1200年〜紀元前500年)の⽂章画像から⽂字認識ができるように、
mdx MaaSに OCRモデルを整備

• LLM (DeepSeek*) を使⽤し、OCRで得られたヴェーダ語を、⽇本語で
解説する仕組みを構築
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LLM as MaaS

OCR as 
MaaSサンスクリット語

⽂章画像 Unicode化
テキスト

⽇本語翻訳・
解説テキスト

引用：Yuzuki Tsukagoshi, Ryo Kuroiwa, and Ikki Ohmukai. 2025. Towards Accent-Aware Vedic Sanskrit Optical Character Recognition Based on Transformer Models. 
In Computational Sanskrit and Digital Humanities - World Sanskrit Conference 2025,

*DeepSeek-
R1-Distill-
Qwen-14B-
Japanese

https://aclanthology.org/2025.wsc-csdh.5/
https://aclanthology.org/2025.wsc-csdh.5/
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mdx MaaSと材料科学

• 材料試料データの収集システム
• ユーザーから提出された試料の情報

(テキスト) をLLMを⽤いてクオリテ
ィをチェック
• “⼗分な試料情報です”
• “もう少しXXXやYYYの情報を加え

るといいでしょう”

• OpenAI を mdx MaaSに置き換
えテスト完了→本格運⽤はこれから
• 機密情報への対処、低コスト化
• Fine-tuningなどによるモデルの最適化

15華井雅俊（東京⼤学）ユースケース課題「全国規模の材料データ
プラットフォームにおけるAIベース検索システムの構築」2024-2025年度



情報発信

• テックブログ→ URL
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AXIESʼ25で発表予定→ URL

https://zenn.dev/suzumura_lab/articles/627b5063d6884d
https://www.dropbox.com/scl/fi/4q3xjnh6sq9d5iot4tnve/AXIES2025_mdx_MaaS-final-version.pdf?rlkey=2u3v6x8eeagk2yxjmtxrdr324&dl=0


まとめ & 今後

まとめ
• 安全・効率（環境構築/性能）を同時に満たす、mdx上の共通のAI推論基盤 mdx MaaSを提案

し、そのプロトタイプシステムを構築・予備評価を⾏った
利⽤者募集
• ベータバージョンのテストユーザー・プロジェクトを募集していきたいので、準備が出来次第、データエコのス

ラックでアナウンスします
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ロードマップ
• サービスインに向けた機能拡充・テスト

• 複数ユーザーへの API キー発⾏
• 100⼈同時ユーザーを想定した耐久テスト（品質、スケーラビリティ、耐故障性等）

• サービスモデル（提供形態、料⾦等）
• モデルの拡充（マルチモーダル等）
• RAG連携、エージェント連携
• mdx II やスパコン、その他のシステムへの展開



研究データエコシステム構築事業
融合・活⽤開拓チーム

ユースケース・創出課題

・取り組み概要
・本シンポジウム初⽇企画

本事業 運営委員（東京大学）
田浦・鈴村・古宇田

2025年10月9日



ユースケース創出課題 取り組み概要
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◆事業概要
＜目的＞
「全国的な研究データ基盤（NII-Research Data Cloud）を活用し、異なる分野間での
データ連携を前提とした AI・データ駆動型研究のシーズ・ユースケースの創出」

＜公募事業＞
・2か月に1回程度で公募実施。2025年7月までに多様な分野から40課題を採択

・2年間迄の研究資金助成を受けて研究データのエコシステム構築に向けた活動を実施

＜コミュニティ形成＞
・採択課題は研究資金助成期間後も本シンポジウムにおいて情報交換
・本事業のslackを設けて情報交換の場を形成

◆今後の課題
・各ユースケース創出課題に関わる研究データ利活用コミュニティの拡大
・ユースケース創出課題間での分野融合の機会創出と支援強化
・AI活用プラットフォームを活かした分野融合・データ活用開拓を促進



本シンポジウム初⽇企画 〜新たな協創を導く〜（１）
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◆各カテゴリよりAIを駆使した課題に口頭発表 ⇒ データセットやAIツールの活用展開
◆人文課題は分野融合の可能性をパネルで議論 ⇒ 興味を持った他分野との接合を誘引
◆昨年度シンポ以降採択課題にフラッシュトーク ⇒ 新規課題の周知とポスターでの議論促進
◆全課題ポスター発表 ⇒ 研究コミュニティの拡大・新たな協創
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本シンポジウム初⽇企画 〜新たな協創を導く〜（２）
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