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Abstract

Background: Recent advancements in AI technology have begun to play a crucial role in medical education. AI models, such as
ChatGPT, have shown promise in various applications, including answering medical questions and assisting in clinical decision-
making. However, there is limited research on the performance of these models on comprehensive medical licensing exams.

Objective: This study aims to evaluate the performance of ChatGPT-4o on the 118th Japanese Medical Licensing Examination
(JMLE), specifically assessing its ability to handle both text and image-based questions, and to analyze the types of errors it
makes.

Methods: ChatGPT-4o was utilized to complete all 400 questions of the 118th JMLE held in February 2024. The model, updated
with data up to May 13, 2023, was assessed on its ability to answer both text-only and image-based questions. Questions were
directly input into the chat interface without the use of prompt engineering or memory functions. Due to the daily response limit
of ChatGPT-4o, the study was conducted from May 13 to May 19, 2024. An independent samples t-test compared the correct
response rates between image-based and text-only questions. Statistical significance was set at ????<.05 for all two-tailed tests.

Results: ChatGPT-4o achieved an overall correct response rate of 93.25%, with 93.48% for image-based and 93.18% for text-
only questions. The difference in correct response rates between text-only and image-based questions was not statistically
significant (t-value: -0.074, p-value: 0.941). The errors were classified into four categories: diagnostic errors, logical errors,
medical knowledge errors, and reading comprehension errors.

Discussion
ChatGPT-4o demonstrated high proficiency in both text-centric and image-based questions, marking a significant improvement
over previous iterations of GPT models. This performance meets the passing criteria set by the Ministry of Health, Labor, and
Welfare for the JNMLE, which requires a total score of at least 160/200 points for compulsory questions, at least 230/300 points
for non-compulsory questions, and no more than 3 incorrect choices in critical exclusion questions. Although ChatGPT-4o met
the overall passing criteria, some responses indicated potentially problematic clinical judgments, such as incorrect triage
decisions and prioritization errors in clinical scenarios. These findings underscore the need for improved clinical judgment
capabilities in AI models.
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Conclusions: ChatGPT-4o successfully met the passing criteria for the 118th JNMLE, demonstrating high proficiency in
handling both text and image-based questions. This marks a significant improvement over previous iterations of GPT models,
particularly in managing multimodal tasks. The model excelled in answering specific medical knowledge questions, indicating a
strong grasp of medical facts and concepts. However, it struggled with clinical judgment and prioritization, as evidenced by
errors in triage decisions and the selection of appropriate diagnostic procedures. These findings highlight the need for continued
enhancement of AI models to ensure their reliability and accuracy in clinical decision-making. While generative AI like
ChatGPT-4o shows great potential, understanding and addressing its limitations will be critical for its effective integration into
medical education and practice.
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Introduction

Artificial  Intelligence  (AI)  models,  such  as  ChatGPT  [1],  have  shown  promise  in  various
applications,  including  answering  medical  questions  and  assisting  in  clinical  decision-making.
Previous studies have evaluated AI models on medical exams such as the USMLE, where ChatGPT-3
achieved correct response rates of 42-64% on Step 1 and 2 exams [2].  In Japan, studies on the
Japanese Medical Licensing Examination (JMLE) reported that GPT-4 achieved a 77.7% correct
response rate on 292 questions in 2022 (116th JMLE) [3] and 79.9% on 254 questions in 2023 (117th
JMLE) [4]. A study with GPT-4, using prompt tuning, achieved 82.7% on essential questions and
77.2% on basics and clinical questions out of 336 questions [5]. For image-inclusive exams, GPT-4
Vision scored 78.2% on 386 questions, with a significantly lower performance on image (71.9%) and
table questions (35.0%) [6]. No prior studies have evaluated an AI model on all 400 questions of the
JMLE. The recently released ChatGPT-4o (GPT-4 omni) on May 13, 2024, represents a significant
step towards more natural human-computer interaction, capable of accepting inputs in text, audio,
image, and video formats, and generating outputs in text, audio, and image formats [7], promising
improved performance on image-based questions. Recent comparisons of ChatGPT-4 with other AI
models in psychiatric licensing exams have also shown its superior performance, emphasizing its
potential in various medical fields [8]. As generative AI is increasingly applied in medical education,
understanding its limitations will be essential for effectively integrating it into learning and practice.
This study aims to examine the current strengths and weaknesses of generative AI using the JMLE.
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Methods

Overview

ChatGPT-4o was utilized to complete all 400 questions of the 118th Japanese Medical Licensing
Examination (JMLE) in February 2024 [9]. The model, updated with data up to May 2023, was
assessed  on its  ability  to  answer both text-only and image-based questions.  The questions  were
directly input into the chat interface without the use of prompt engineering or memory functions.
Due to the daily response limit of ChatGPT-4o, the study was conducted over a period from May 13
to May 19, 2024.

Statistical Analysis

To  compare  the  correct  response  rates  between  the  image-based  and  text-only  questions,  an
independent samples t-test was used. Statistical significance was set at P<.05 for all two-tailed tests.
All  statistical  analyses  were  conducted  using  Python's  SciPy  library  (v1.13.1)  for  statistical
computations.

Ethical Considerations

This  study  used  previously  available  web-based  data  and  did  not  include  human  participants.
Therefore, ethics approval was not mandated.

Results

Evaluation Outcomes

The overall accuracy was 93.25%, with 93.48% for image-based and 93.18% for text-only questions.
The following table summarizes the correct response rates for each type of question: 

[Table 1]

Table  1.  Performance  Comparison  of  ChatGPT-4o  Across  Different  Sections  in  118th  Japanese
Medical Licensing Examination (JMLE).

Characteristics

Total
Correct

[%]
Total

Questions

Text-only
Correct

[%]
Text-only
Questions

Image-based
Correct [%]

Image-based
Questions

Total 93.25 400 93.18 308 93.48 92
A 94.67 75 97.67 43 90.63 32
B 92.00 50 90.70 43 100.00 7
C 90.67 75 89.71 68 100.00 7
D 94.67 75 95.56 45 93.33 30
E 96.00 50 95.83 48 100.00 2
F 92.00 75 91.80 61 92.86 14
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The  difference  in  correct  response  rates  between  text-only  and  image-based  questions  was  not
statistically significant (t-value: -1.190, p-value: 0.257). 

Error Classification

The errors made by ChatGPT-4o were further analyzed and classified into four categories: diagnostic
errors,  logical errors, medical knowledge errors,  and  clinical judgment errors. The detailed error
classification is provided below:

[Table 2]

Table 2. Classification and Details of All Errors of ChatGPT-4o in 118th JMLE.

Proble
m No.

Classification Error Details

A021
Diagnostic
Error

Incorrect diagnosis.

A039 Logical Error
Incorrect logic regarding the risk reduction of PT sheet
ingestion.

A059
Medical
Knowledge
Error

Incorrect  use of  medical  knowledge regarding the  urea
breath test.

A061 Logical Error
Incorrect  final  answer  despite  correct  assessment  of
individual questions.

B021
Medical
Knowledge
Error

Incorrect  medical  knowledge  regarding  the  risk
relationship of latex allergy after banana ingestion.

B038
Medical
Knowledge
Error

Incorrect  medical  knowledge  for  classifying  activity
restriction.

B047
Medical
Knowledge
Error

Incorrect  medical  knowledge  about  social  support
systems.

B049
Medical
Knowledge
Error

Incorrect  medical  knowledge  for  describing  Trousseau
sign.

C012 Logical Error
Correct  medical  knowledge  but  incorrect  final  answer
(confusion between right and left).

C020
Medical
Knowledge
Error

Incorrect  medical  knowledge  regarding  occupational
cataract risk.

C040
Clinical
Judgment Error

Incorrect  triage  decision,  suggesting  black  tag  for  a
critically ill patient.

C043
Clinical
Judgment Error

Incorrect  clinical  judgment  prioritizing  ultrasound  over
Cardiotocogram (CTG).

C055
Medical
Knowledge
Error

Incorrect medical knowledge regarding fetal rotation.

C056 Logical Error Incorrect interpretation of the problem statement.

C074
Medical
Knowledge

Incorrect medical knowledge for selecting the appropriate
type of infusion.
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Error

D012
Medical
Knowledge
Error

Incorrect  medical  knowledge  regarding  CKD  severity
classification.

D017
Diagnostic
Error

Incorrect diagnosis.

D035
Medical
Knowledge
Error

Incorrect medical knowledge for selecting the appropriate
type of infusion.

D047
Diagnostic
Error

Incorrect diagnosis.

E034
Medical
Knowledge
Error

Incorrect  medical  knowledge  regarding  postprandial
blood glucose targets in gestational diabetes management.

E041
Medical
Knowledge
Error

Incorrect medical knowledge for GCS motor response.

F001
Medical
Knowledge
Error

Incorrect  medical  knowledge  regarding  the  design
principles of tactile paving.

F010
Medical
Knowledge
Error

Incorrect  medical  knowledge  regarding  the  peak
population year in Japan.

F018
Medical
Knowledge
Error

Correct  image  interpretation  but  incorrect  medical
knowledge regarding sagittal suture alignment.

F054
Clinical
Judgment Error

Incorrect  decision  between  referring  to  a  specialized
hospital and a community support hospital.

F066 Logical Error
Incorrect  interpretation  and  judgment  regarding
wheelchair options.

F068 Logical Error
Incorrect  interpretation  of  the  problem  statement
regarding creatinine clearance calculation.

Discussion

Principal Results

ChatGPT-4o achieved an overall correct response rate of 93.25% on the 2024 (118th) JMLE without
the use of prompt engineering or memory functions, surpassing the results of prior studies involving
earlier versions of GPT models. The performance of ChatGPT-4o did not decline on image-based or
table questions, marking a significant improvement in multimodal question handling. The improved
performance  of  ChatGPT-4o  suggests  that  the  integration  of  multimodal  capabilities  may  have
significantly  enhanced  its  clinical  decision-making  skills.  Additionally,  ChatGPT-4o's  real-time
speech capabilities could revolutionize both exam performance and clinical interactions, enhancing
diagnostic and consultative processes in real-world settings.

ChatGPT-4o’s performance meets the 118th JMLE passing criteria [10], which requires:
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1. At least 160/200 points for compulsory questions (sections B and F).
2. At least 230/300 points for non-compulsory questions (sections A, C, D, and E).
3. No more than 3 incorrect choices in critical exclusion questions.

Error Analysis

The specific critical exclusion questions are not publicly disclosed. Although ChatGPT-4o met the
overall  passing  criteria,  some responses  indicate  potentially  problematic  clinical  judgments.  For
instance, in question C040, the model incorrectly suggested a black tag for a critically ill patient
during triage. In question C043, the model incorrectly prioritized ultrasound over Cardiotocogram
(CTG) in a clinical decision. These errors highlight the potential for clinical judgment mistakes in AI
models, as ChatGPT-4o struggled with questions requiring prioritization in clinical settings. This is a
critical skill that will become increasingly important in medical education.

Conclusion

ChatGPT-4o  successfully  met  the  passing  criteria  for  the  118th  JMLE,  demonstrating  high
proficiency in handling both text- and image-based questions. This marks a significant improvement
over  previous  iterations  of  GPT models,  particularly  in  managing multimodal  tasks.  The  model
excelled in answering specific medical knowledge questions, indicating a strong grasp of medical
facts and concepts. However, it struggled with clinical judgment and prioritization, as evidenced by
errors  in  triage  decisions  and the  selection  of  appropriate  diagnostic  procedures.  These  findings
underscore the need for continued enhancement of AI models to ensure their reliability and accuracy
in  clinical  decision-making.  While  generative  AI  like  ChatGPT-4o  shows  great  potential,
understanding and addressing its limitations will be critical for its effective integration into medical
education and practice. 

Limitations

This study revealed limitations of ChatGPT.

First, the JMLE includes questions related to Japan's healthcare system. For instance, ChatGPT-4o
misclassified a question about social support systems (B047), which might be answered correctly if it
pertained to another country's system.

Second, the error analysis was conducted based on the explanations provided by ChatGPT-4o. It
remains unclear whether ChatGPT-4o actually reasons based on the provided justifications or if it
merely generates plausible  explanations post-hoc.  Given the multiple-choice nature of the exam,
there  is  a  possibility  that  ChatGPT-4o  could  randomly  select  an  answer  and  then  generate  a
convincing rationale that might not reflect its true reasoning process.

Conflicts of Interest 
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Abbreviations

ChatGPT-4o: ChatGPT 4 omni
JMLE: Japanese Medical Licensing Examination
LLM: large language model
USMLE: United States Medical Licensing Examination
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